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Abstract
We assessed the performance of the newly released AI GPT-4 in diagnosing complex

medical case challenges and compared the success rate to that of medical-journal read-

ers. GPT-4 correctly diagnosed 57% of cases, outperforming 99.98% of simulated human

readers generated from online answers. We highlight the potential for AI to be a powerful

supportive tool for diagnosis; however, further improvements, validation, and addressing

of ethical considerations are needed before clinical implementation. (No funding was

obtained for this study.)

Introduction

T he combination of a shortage of physicians and the increased complexity in the
medical field partly due to the rapidly expanding diagnostic possibilities already
constitutes a significant challenge for the timely and accurate delivery of diagno-

ses. Given demographic changes, with an aging population this workload challenge is
expected to increase even further in the years to come, highlighting the need for new tech-
nological development. AI has existed for decades and previously showed promising
results within single modal fields of medicine, such as medical imaging.1 The continuous
development of AI, including the large language model (LLM) known as the Generative
Pretrained Transformer (GPT), has enabled research in exciting new areas, such as the
generation of discharge summaries2 and patient clinical letters. Recently, a paper exploring
the potentials of GPT-4 showed that it was able to answer questions in the U.S. Medical
Licensing Examination correctly.3 However, how well it performs on real-life clinical cases
is less well understood. For example, it remains unclear to what extent GPT-4 can aid in
clinical cases that contain long, complicated, and varied patient descriptions and how it
performs on these complex real-world cases compared with humans.

We assessed the performance of GPT-4 in real-life medical cases by comparing its perfor-
mance with that of medical-journal readers. Our study utilized available complex clinical
case challenges with comprehensive full-text information published online between Janu-
ary 2017 and January 2023.4 Each case presents a medical history and a poll with six
options for the most likely diagnosis. To solve the case challenges, we provided GPT-4
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with a prompt and a clinical case (see Supplementary
Methods 1 in the Supplementary Appendix). The prompt
instructed GPT-4 to solve the case by answering a
multiple-choice question followed by the full unedited
text from the clinical case report. Laboratory informa-
tion contained in tables was converted to plain text and
included in the case. The version of GPT-4 available to
us could not accept images as input, so we added the
unedited image description given in the clinical cases to
the case text. The March 2023 edition of GPT-4 (maxi-
mum determinism: temp=0) was provided each case five
times to assess reproducibility across repeated runs. This
was also performed using the current (September 2023)
edition of GPT-4 to test the behavior of GPT-4 over time.
Because the applied cases were published online from
2017 to 2023 and GPT-4’s training data include online
material until September 2021, we furthermore performed
a temporal analysis to assess the performance in cases
before and after potentially available training data. For
medical-journal readers, we collected the number and
distribution of votes for each case. Using these observa-
tions, we simulated 10,000 sets of answers to all cases,
resulting in a pseudopopulation of 10,000 generic human
participants. The answers were simulated as independent
Bernoulli-distributed variables (correct/incorrect answer)

with marginal distributions as observed among medical-
journal readers (see Supplementary Methods 2).

We identified 38 clinical case challenges and a total of
248,614 answers from online medical-journal readers.4

The most common diagnoses among the case challenges
were in the field of infectious disease, with 15 cases
(39.5%), followed by 5 cases (13.1%) in endocrinology and
4 cases (10.5%) in rheumatology. Patients represented in
the clinical cases ranged in age from newborn to 89 years
old (median [interquartile range], 34 [18 to 57]), and 37%
were female. The number of correct diagnoses among the
38 cases occurring by chance would be expected to be 6.3
(16.7%) due to the six poll options. The March 2023 edi-
tion of GPT-4 correctly diagnosed a mean of 21.8 cases
(57%) with good reproducibility (55.3%, 57.9%, 57.9%,
57.9%, and 57.9%), whereas the medical-journal readers
on average correctly diagnosed 13.7 cases (36%) (see
Supplementary Table 1 and Supplementary Methods 1).
GPT-4 correctly diagnosed 15.8 cases (52.7%) of those pub-
lished up to September 2021 and 6 cases (75.0%) of those
published after September 2021. Based on the simulation,
we found that GPT-4 performed better than 99.98% of
the pseudopopulation (Fig. 1). The September 2023 edition
of GPT-4 correctly diagnosed 20.4 cases (54%).
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Figure 1. Number of Correct Answers of GPT-4 Compared with Guessing and a Simulated
Population of Medical-Journal Readers.

Number of correct answers of GPT-4 (red line) to 38 multiple-choice real-world clinical case challenges compared with what would be
expected by purely guessing with uniform probability for all answer possibilities (black line) and to the proportion of correct answers by a
simulated population of 10,000 medical-journal readers (blue histogram).
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Limitations
An important study limitation is the use of a poorly char-
acterized population of human journal readers with un-
known levels of medical skills. Moreover, we cannot
assess whether the responses provided for the clinical
cases reflect their maximum effort. Consequently, our
results may represent a best-case scenario in favor of
GPT-4. The assumption of independent answers on the 38
cases in our pseudopopulation is somewhat unrealistic,
because some readers might consistently perform differ-
ently from others and the frequency at which participants
respond correctly to the cases might depend on the level
of medical skills as well as the distribution of these. How-
ever, even in the extreme case of maximally correlated
correct answers among the medical-journal readers, GPT-
4 would still perform better than 72% of human readers.

Conclusions
In this pilot assessment, we compared the diagnostic accu-
racy of GPT-4 in complex challenge cases to that of journal
readers who answered the same questions on the Internet.
GPT-4 performed surprisingly well in solving the complex
case challenges and even better than the medical-journal
readers. GPT-4 had a high reproducibility, and our tempo-
ral analysis suggests that the accuracy we observed is not
due to these cases’ appearing in the model’s training data.
However, performance did appear to change between dif-
ferent versions of GPT-4, with the newest version perform-
ing slightly worse. Although it demonstrated promising
results in our study, GPT-4 missed almost every second
diagnosis. Furthermore, answer options do not exist out-
side case challenges. However, a recently published letter
reported research that tested the performance of GPT-4
on a closely related data set, demonstrating diagnostic
abilities even without multiple-choice options.5

Currently, GPT-4 is not specifically designed for medical
tasks. However, it is expected that progress on AI models
will continue to accelerate, leading to faster diagnoses and
better outcomes, which could improve outcomes and effi-
ciency in many areas of health care.1 Whereas efforts are
in progress to develop such models, our results, together
with recent findings by other researchers,5 indicate that
the current GPT-4 model may hold clinical promise today.
However, proper clinical trials are needed to ensure that
this technology is safe and effective for clinical use.

Additionally, whereas GPT-4 in our study worked only on
written records, future AI tools that are more specialized
are expected to include other data sources, including medi-
cal imaging and structured numerical measurements, in
their predictions. Importantly, future models should include
training data from developing countries to ensure a broad,
global benefit of this technology and reduce the potential
for health care disparities. AI based on LLMs might be rele-
vant not only for in-patient hospital settings but also for
first-line screening that is performed either in general prac-
tice or by patients themselves. As we move toward this
future, the ethical implications surrounding the lack of
transparency by commercial models such as GPT-4 also
need to be addressed,1 as well as regulatory issues on data
protection and privacy. Finally, clinical studies evaluating
accuracy, safety, and validity should precede future imple-
mentation. Once these issues have been addressed and AI
improves, society is expected to increasingly rely on AI as a
tool to support the decision-making process with human
oversight, rather than as a replacement for physicians.1,3
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